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Introduction
Chromatin immunoprecipitation (ChIP) is a widely applied 
technique for measuring the association of proteins with 
specific genomic regions in living cells. Formaldehyde is 
used to generate protein-protein and protein-DNA cross-
links between molecules located in close proximity in 
vivo, and the resulting material is fragmented (typically 
by sonication, but sometimes with micrococcal nuclease) 
to an average DNA length of 300–500 bp. This “input” 
sample is immunoprecipitated with an antibody against 
a desired protein, modified peptide (e.g., to detect acety-
lated, phosphorylated, or methylated versions of a pro-
tein), or epitope (when the protein of interest is epitope 
tagged), thereby selectively enriching DNA sequences 
that directly or indirectly (via another protein) crosslink 
with the desired protein (or modified variant). The basic 
measurement of any ChIP experiment is “immunoprecipi-
tation efficiency” or “IP:input ratio” for a given genomic 
region, which is defined as the amount of PCR product in 
the IP sample divided by the amount of PCR product in 
the input sample. ChIP can be combined with microarray 
technology (Bernstein et al., 2004; Buck and Lieb, 2004; 
Ren and Dynlacht, 2004) or large-scale DNA sequencing 
(Impey et al., 2004; Loh et al., 2006; Wei et al., 2006) to 
identify protein-binding sites on a large-scale or unbiased 
genome-wide basis. Variants of ChIP can be used to mea-
sure RNA-protein interactions in vivo (Gilbert et al., 2004) 
or DNA-protein interactions in vitro (Liu et al., 2005).

ChIP experiments often involve a comparison of multiple 
samples representing different conditions. Protein occu-
pancy in vivo can be analyzed under different environmental 
conditions, at different stages of the cell cycle, throughout 
a developmental time course, in different cell types, and in 
wild-type versus genetically altered cells. ChIP snapshots 
are useful for rapid kinetic analysis (time points every 
30–60 s) of genomic processes (Katan-Khaykovich and 
Struhl, 2002; Bryant and Ptashne, 2003), because cellular 
enzymes are immediately inactivated upon formaldehyde 
addition. ChIP can also specifically follow the behavior of 
epitope-tagged mutant proteins unable to support cell 
growth, by analyzing them in cells containing an untagged 
version of the wild-type protein (Mencia and Struhl, 2001).

Basic Controls for the ChIP Procedure
Although the ChIP procedure is straightforward and 
relatively standard (Aparicio et al., 2004), the quality of a 
ChIP experiment depends on (1) reproducible cell break-
age, chromatin solubilization, and DNA fragmentation, 

(2) quality and specificity of the antibody, (3) optimal and 
reproducible immunoprecipitation that maximizes recov-
ery of the desired protein-DNA complexes while minimiz-
ing background DNA not crosslinked to the protein, and 
(4) high-quality quantitative PCR analysis, which is criti-
cally dependent on PCR primer design. Basic controls 
for these parameters are often not presented in publica-
tions, and hence not easily assessed. When quantita-
tive PCR reactions are assessed by gel electrophoresis 
after a fixed number of cycles, it is desirable to show a 
standard curve indicating that the analysis is being per-
formed in the linear range. Ideally, genomic regions of 
interest are analyzed in the same reaction mixture with 
a constant “reference region” that serves as an internal 
normalization control. Real-time PCR analysis largely 
eliminates these issues, although the reactions must be 
robust and reproducible (i.e., superimposable curves 
that show ~1.9-fold amplification per cycle).

ChIP experiments are quantitative, and they should 
be presented as such. Quantitative analysis requires 
an assessment of experimental variability at the level of 
individual samples, biological replicates of the samples 
performed under a single condition, and, in many cases, 
multiple samples representing different conditions. ChIP 
experiments typically involve at least three biological 
replicates (i.e., samples prepared from three indepen-
dent populations of cells). Two biological replicates may 
be sufficient in cases where the effects are quantitatively 
robust, but more than three may be required in cases 
where the effects are subtle. Quantitative values from 
ChIP experiments should include error bars (typically 
standard deviations).

Specificity Controls and Experimental Background
ChIP experiments typically involve “specificity controls” 
at the level of both DNA and protein. Specificity at the 
DNA level is accomplished by examining multiple genomic 
regions for a given pair of input and immunoprecipitated 
samples. This permits quantitative measurements of 
the relative levels of protein association with different 
genomic regions in an internally controlled manner. To 
assess specificity at the protein level, parallel immunopre-
cipitations of a given input sample are performed with the 
antibody of interest and with an unrelated (or no) antibody 
or preimmune serum. When appropriate, a comparable 
comparison can be made with parallel immunoprecipita-
tions of input samples from strains expressing epitope-
tagged or untagged versions of the protein of interest.
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There are two types of experimental background that 
are linked to the specificity controls. True experimental 
background arises from DNA fragments in the IP sample 
that do not represent the desired DNA-protein com-
plexes, and it can be assessed with the protein specific-
ity controls. A different type of background arises from 
actual crosslinking of the protein that occurs all over the 
genome at a low level in a nonspecific manner. At “nega-
tive control” regions, immunoprecipitations with the 
antibody of interest often give slightly higher IP efficien-
cies than control immunoprecipitations. However, it is 
unclear whether this effect is physiologically meaningful 
(true nonspecific association) or an experimental artifact 
(random collisions between the protein and DNA that are 
captured by crosslinking).

Experimental design and interpretation of a ChIP 
experiment depends on the type of protein being ana-
lyzed. Many ChIP experiments involve proteins that are 
highly localized to specific genomic regions, either by 
direct DNA binding or by recruitment via interactions 
with DNA-bound proteins. In such cases, it is presumed 
that the protein of interest does not bind (or is weakly 
and nonspecifically associated) with the vast majority of 
genomic regions. Some proteins (e.g., RNA polymerase 
II and associated elongation factors) can associate with 
extended genomic regions, although association is 
presumed to be specific to these regions. On the other 
hand, some proteins (e.g., modified histones, HMG pro-
teins, chromatin-modifying activities) associate to vary-
ing extents with many, and perhaps all, genomic regions. 
In the extreme case, histones associate with virtually the 
entire genome, although some genomic regions are rela-
tively depleted.

Basic Principles for Interpretation of ChIP 
Experiments
A key principle for interpreting ChIP experiments is 
that, for a given sample, IP efficiencies at different 
genomic regions reflect relative levels of protein asso-
ciation. This principle depends on the assumption 
that the physical crosslinking event for a given pro-
tein to the chromatin template is equally efficient at 
all genomic locations. Although difficult to prove rig-
orously, there are many lines of evidence consistent 
with this assumption, and clear cases of differential 
crosslinking efficiency due to locus-specific differ-
ences in DNA and/or protein conformation have yet to 
be described. Another key principle is that the level of 
protein association at a given locus represents a cell-
averaged and time-averaged snapshot taken at the 
time of formaldehyde addition. For example, a value 
of X could reflect all cells having an occupancy level of 
X, or half the cells in a population having a value of 2X 
and the remaining half having no occupancy at all. In 
addition, ChIP cannot distinguish between subpopu-
lations of a given protein that have differential kinetic 
or stability properties when associating with genomic 
sequences.

Absolute IP efficiencies and fold enrichments cannot 
be used to compare binding characteristics of different 
proteins, to provide absolute measurements of protein 
occupancy on specific genomic regions, or to determine 
relative stoichiometry of factors on a given sequence. 
Crosslinking per se is very inefficient, and the number 
and physical location of amino acid and nucleotide resi-
dues within the interacting protein surfaces that react 
with formaldehyde vary considerably among protein-
protein and protein-DNA interactions. Proteins directly 
interacting with DNA can be crosslinked by a single 
event, usually but not always resulting in higher IP effi-
ciencies than proteins that indirectly associate with DNA 
and require multiple crosslinking events. Proteins also 
vary in whether they stably or transiently associate with 
genomic sequences. Lastly, the absolute IP efficiency 
depends on the quality of the antibody-antigen interac-
tion as well as the antibody concentration, and the fold 
enrichment depends on both the absolute IP efficiency 
and on the background. These considerations can also 
apply to a comparison of wild-type and mutant (or vari-
ant) forms of the same protein. A mutant protein might 
lack sequences that affect interactions with the antibody 
and/or crosslinking to DNA.

In certain situations, ChIP can be used to estimate 
absolute levels of protein occupancy. The principle is 
that there is a maximal ChIP signal that corresponds 
to 100% occupancy, that is, all the time in all cells. It 
is reasonable to suppose that a consistent, maximal 
ChIP signal among multiple loci might represent com-
plete occupancy (e.g., very highly transcribed genes in 
the case of initiation factors or totally repressed genes in 
the case of repressors). Given this assumption, absolute 
levels can be estimated for any genomic region analyzed 
in the same samples.

Antibody Specificity and Accessibility
Ideally, antibody specificity is assessed in the context 
of a ChIP experiment by using mutant cells lacking the 
protein of interest or lacking the potential to make the 
modification of interest. Similarly, the use of epitope-
tagged proteins permits the control of an untagged 
strain. In organisms where such genetic approaches 
are difficult, RNAi can be used to deplete the pro-
tein of interest and reduce the ChIP signal. However, 
RNAi rarely eliminates the protein, and the relationship 
between protein level and ChIP signal is not straight-
forward. An alternative approach, often not possible, 
is to use two different antibodies to a given protein and 
show that the results are similar.

Unfortunately, a rigorous antibody control is often 
not available. Western blotting is often used to assess 
antibody quality, but there is only a modest relation-
ship between the apparent specificity of a protein on 
a western blot and specificity in a ChIP experiment. In 
general, artifactual ChIP results due to crossreactivity 
of antibodies are rare, because crossreacting proteins 
are unlikely to associate with specific genomic regions 
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and to be immunoprecipitated with high efficiency. How-
ever, when analyzing a member of a multiprotein family, 
it is important to assess crossreactivity of the antibody 
with other family members. Lastly, antibody specificity is 
often inferred from ChIP results that meet expectations 
from other lines of experiments. For example, cells with 
a mutation in a putative binding site represent a useful 
control for DNA-binding proteins, as do mutant cells or 
environmental conditions suspected to be important for 
the protein of interest. Of course, such “control” experi-
ments represent circular reasoning.

A hypothetical consideration is that the relevant 
epitope might be inaccessible to the antibody in the con-
text of crosslinked chromatin, thereby generating a false 
negative result. This concern is extremely unlikely with 
epitope-tagged proteins, because the epitope is unlikely 
to have a specific interaction with other proteins or DNA 
sequences. It is minimized when using polyclonal anti-
bodies that recognize multiple determinants within a 
protein. More generally, a protein or DNA interaction that 
masks an epitope is unlikely to be efficiently crosslinked 
and unlikely to persist after the denaturation step that 
occurs prior to the immunoprecipitation. Overall, epitope 
masking is not a significant concern, although it might 
be relevant when a protein of interest does not appear to 
interact with any genomic sequence.

A more significant, but unappreciated, problem arises 
when using antibodies against specific peptides cor-
responding to a modified (e.g., acetylated, phosphory-
lated, or methylated) histone or other protein. Formal-
dehyde modifies lysine residues at high efficiency, even 
if this does not result in crosslinking. If a lysine is near 
the modified residue of interest and part of the epitope 
recognized by the antibody, the IP efficiency will appear 
low even though the protein associates with the genomic 
region. In such cases, it might be useful to decrease the 
crosslinking time or formaldehyde concentration.

Analysis of Proteins that Associate with Specific 
Genomic Regions
For proteins that associate specifically with certain 
genomic regions, the best way to interpret the data is to 
compare the IP efficiencies for different genomic regions 
from the same input and IP samples. This approach uti-
lizes the concept of a “background” level for all “nega-
tive control” fragments that do not associate specifically 
with the protein of interest. Background defined in this 
manner includes true experimental background as well 
as any nonspecific binding (meaningful or artifactual). A 
typical background level is ~0.03%, although this can 
vary depending on the antibody and the elution method. 
The choice of suitable negative control regions is often 
based on expectation; for example, the central portions 
of protein-coding regions are unlikely to associate with 
transcriptional initiation factors or specific DNA-binding 
proteins. In the absence of any expectation, the back-
ground level can only be based on multiple regions hav-
ing similar IP efficiencies at the level of a typical back-

ground. It is highly desirable that ChIP experiments 
analyze multiple negative control regions, both to con-
firm that these regions are truly negative controls and to 
permit an accurate assessment of the background level 
and experimental error.

ChIP measurements of this type represent specific 
binding, with the fold enrichment of a genomic region 
over the background being related to the relative level 
of protein association in vivo. It is useful to define 
“relative protein occupancies” for different regions 
by subtracting the background from the observed IP 
efficiencies. For example, if the background level is 
defined as one unit, a genomic region showing 6-fold 
enrichment over background will have five occupancy 
units. As absolute IP efficiencies and fold enrichments 
can vary among replicate experiments, it is useful to 
arbitrarily define a “positive control” genomic region(s) 
as having a fixed number of occupancy units in all 
biological replicates. In this way, occupancy units for 
other genomic regions will be defined relative to that 
of the “positive control” in the same pair of input and 
IP samples. The advantage of this approach is that 
relative levels of protein association with different 
genomic regions are largely unaffected by differences 
in absolute IP efficiencies and fold enrichments.

Determining Relative Occupancy Levels of Differ-
ent Proteins at Specific Genomic Regions
Relative occupancy levels of different proteins at genomic 
regions can be determined by performing parallel immu-
noprecipitations with different antibodies, ideally on the 
same crosslinked chromatin sample. Occupancy units 
for individual factors are determined independently as 
described above, and occupancy ratios are defined in 
arbitrary units. The relative occupancy ratios for the dif-
ferent genomic regions are valid, but they do not repre-
sent an absolute stoichiometric relationship. To account 
for potential sample-to-sample variations among rep-
licate experiments, a given occupancy ratio should be 
defined for a specific genomic region and ratios at all 
other genomic regions calculated in relative terms. Using 
this rationale, the relative associations of TBP and the 
general transcription factors TFIIA and TFIIB were shown 
to be essentially constant at all promoters, whereas the 
TAF:TBP occupancy ratios vary considerably (Kuras 
et al., 2000). Occupancy ratios determined from such 
experiments do not address whether two proteins co-
occupy a given genomic region or mutually compete for 
the same genomic region.

Sequential ChIP for Determining Co-Occupancy of 
Two Proteins to Specific Genomic Regions
Sequential chromatin immunoprecipitation (SeqChIP; 
also referred to as Re-ChIP, ChDIP, and double ChIP) 
can determine whether two proteins can simultane-
ously associate with the same genomic region in vivo. 
In SeqChIP, protein-DNA complexes from the first 
immunoprecipitation are subjected to an additional 
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immunoprecipitation with an antibody of a different 
specificity. The key concept for quantitating SeqChIP 
experiments is that, if two proteins completely co-oc-
cupy DNA, the fold enrichment of the sequential ChIP 
should be equal to the product of the fold enrichments 
of the individual ChIPs (Geisberg and Struhl, 2004). By 
performing SeqChIP experiments in both directions, 
this approach can be used to distinguish between 
complete, partial, and no co-occupancy of two fac-
tors on specific genomic regions.

Mapping Protein-Binding Sites by ChIP
Due to the size of DNA in the crosslinked chromatin sam-
ples, ChIP detection of protein association to a genomic 
region defined by a single PCR product only roughly 
localizes where the protein actually binds in vivo. How-
ever, a protein bound to a specific DNA site generates 
a predicted ChIP profile that depends on the size of the 
fragmented DNA in the crosslinked chromatin sample 
and the length of the PCR products used for the analysis 
(Kadosh and Struhl, 1998). The predicted profile is trap-
ezoidal, with peak ChIP signals centered at the actual 
binding site and extending the length of the PCR prod-
uct. ChIP signals gradually and symmetrically decrease 
at regions flanking the peak in a manner that depends 
on DNA fragment length. As a consequence, protein-
binding sites can be mapped to ~50 bp resolution with a 
sufficient number of PCR primer pairs that define closely 
located or overlapping regions spanning the genomic 
locus (Hall et al., 2006). The binding site is defined by the 
center of the peak, much in the same manner that peaks 
are defined in biochemical fractionations.

Analysis of Proteins that Associate with Many or 
All Genomic Regions
For some proteins, it is inappropriate to interpret the 
data in terms of occupancy units and specific versus 
nonspecific binding sites. For example, histones asso-
ciate with essentially all genomic regions, and the level 
of a particular chromatin modification typically occurs 
in a continuum. Similar issues are likely to pertain to 
HMG and other nonhistone proteins as well as chro-
matin-modifying activities that modify histones on a 
genome-wide basis. In these cases, the concept of 
“negative control” regions all giving the same IP effi-
ciency is incorrect.

Instead, control immunoprecipitations with preim-
mune serum or with an antibody to a protein not found 
in the cell are used as a negative control. Quantita-
tive analysis of the relative level of protein association 
is then presented as simple IP efficiencies in which 
the background contribution is subtracted. When IP 
efficiencies for the protein of interest are relatively 
high, background subtraction has little effect, and the 
requirement for the negative control is less impor-
tant. It is difficult to determine whether a given region 
is devoid of a particular modification, because this 
involves subtraction of two small numbers that are 

prone to error. As discussed above, variations among 
replicate samples are best addressed by giving a spe-
cific genomic region an arbitrarily defined value, which 
is used to determine the relative levels of all other 
genomic regions.

Comparing Protein Occupancy in Different 
Biological Samples
ChIP experiments often involve a comparison of multiple 
samples representing different physiological conditions, 
cell types, or genetically modified variants. Variability in 
IP efficiency and experimental background among the 
different samples is a key issue in such comparisons, 
and it is difficult to control internally for these param-
eters. This is unlike ChIP analyses on an individual 
sample, where protein association at different genomic 
regions is expressed in relative terms that are internally 
controlled within each sample. In theory, positive and 
negative control regions that are predicted to be unaf-
fected by the physiological condition or genetic consti-
tution can be used for normalization and background 
subtraction of different biological samples. Although 
useful, this approach relies on assumptions that are dif-
ficult to prove, and in any event represents circular rea-
soning. Moreover, this approach cannot be used in situ-
ations where the physiological or genetic condition has 
a general effect on protein association (e.g., reducing 
protein binding at most or all target sites). In such cases, 
one must rely solely on sample-to-sample reproducibil-
ity from independent trials of the same experiment. As a 
consequence, comparing protein occupancy among dif-
ferent biological samples is inherently more error prone 
than analyses of individual ChIP samples.

Assessing Experimental Error and Significance
An individual ChIP measurement is typically presented 
as the average value of replicate samples (usually at 
least three). Experimental error is often expressed as 
the standard deviation for each ChIP measurement and 
shown as error bars in figures. Alternatively, an average 
standard deviation for the entire ChIP experiment can 
be applied to individual values (except in cases where 
the variance seems particularly large). Assessment of 
experimental error is more accurate with more individ-
ual measurements, so it is particularly useful to assay 
multiple positive and negative controls in addition to the 
genomic regions of interest.

In the many experiments where measurements are 
relative within the same pair of input:IP samples and nor-
malized to a positive control(s), sample-sample variability 
in immunoprecipitation efficiency is largely factored out. 
In such cases, a typical standard deviation is ~±25% of 
the mean, and with three biological replicates, a 2-fold 
difference between two regions has a p value of ~0.05, 
which represents the conventional limit for a believable 
effect. With more biological replicates or better repro-
ducibility, effects that are less than 2-fold can be mea-
sured reliably. In addition, one can obtain much more 
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accurate data (standard deviations ~5%) in experiments 
where a single PCR reaction is used to simultaneously 
compare protein association at two alleles that generate 
different-sized PCR products (Katan-Khaykovich and 
Struhl, 2002). However, in experiments involving multiple 
biological samples, there is no easy way to control for 
variability in immunoprecipitation efficiency, and it is dif-
ficult to define a positive control that should be quanti-
tatively unchanged among the different samples. As a 
consequence, comparisons among different biological 
samples are more error prone, making it necessary to 
perform more biological replicates to get information of 
comparable accuracy.

Biological Information from ChIP Experiments
Given highly likely assumptions, ChIP provides a quan-
titative measure of the relative levels of protein asso-
ciation at genomic regions in vivo. Thus, when protein 
association is detected at one or more regions, the 
failure to observe protein association at other regions 
indicates a lack of detectable binding and cannot be 
dismissed as an uninterpretable negative result. The 
detection limit varies greatly among ChIP experi-
ments, and assay sensitivity increases in accord with 
the fold enrichment observed at the genomic region 
with the highest level of protein occupancy. On the 
other hand, the failure to observe protein association 
at any genomic region tested cannot be interpreted, 
unless such association is observed in other biologi-
cal samples that are analyzed in parallel.

By definition, ChIP represents a snapshot of a true 
physiological condition, and the observed protein asso-
ciation does not need to be validated by any indepen-
dent line of experimentation. However, ChIP does not 
provide any information about how the protein asso-
ciates with genomic regions, with the exception that 
analysis of mutant cells can identify which part(s) of the 
genomic region is required for the association. More-
over, ChIP cannot distinguish whether a protein binds 
DNA directly or associates with the genomic region 
indirectly via protein-protein interactions. Biochemical 
analysis of the protein-DNA interaction is valuable to 
determine the basis of protein-DNA association in vivo, 
but it is inappropriate to use it as validation for the ChIP 
result per se.

Because ChIP can only measure protein associa-
tion, it does not provide any information about the 
function of protein bound at the genomic region(s) of 
interest. Whereas ChIP results are very useful for gen-
erating or invalidating hypotheses, knowledge of the 
function of the bound protein must come from other 
lines of experimentation such as transcriptional or 
genetic analysis. Thus, ChIP provides crucial informa-
tion about biological phenomena that is extremely dif-
ficult to obtain by any other method, but it needs to 
be integrated with other experimental information to 
elucidate the underlying molecular mechanisms that 
occur in living cells.
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